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Lasercom terminals must be highly accurate In Frames are collected with an infrared camera, and processed
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implementing the CIRCLE system. erratically. — — Pe—

FoR gkl 13 FP& Gain

FLA Calibration

Created in ATC

:::;_

Current Primary User:

onsanty arbscamers CatamATAB curve S  Light frequency analysis is able to detect a frequency which
— aserPoo corresponds to an ideal pixel response, and the relatively less | | S CabutonResuts
Requesivander.istn) \ / s computationally expensive Tanimoto coefficient measures Smr=m i ———
e | // T temuntoron every pixels percent similarity to the initial response. o= e _— |
ClientSessions 2...5 CreateSMRaLn-IhAr%aCd-?' HWC il : : Enl CU,,E,,tTrtemaﬁm ; N N
then RH.listen() powerMeterPool
4+ | Switch
cessionCount \ Current Test Series: Load a Test Series
switchPool _ Test03 )
I Start
= D i—1 Mib; 'ﬁ'

stageControllerPool Pause
7 \ TR . Y ~rre
routinePool hardwareChecker cameraPool Z i—1 (i i _I_ Z i—1 Y - E i—1 (i PR Your PID: Stop
220648 Become Primary User

Created in ATC Constructor for
coordinating commands to be
\ sent to hardware /

DISTRIBUTION STATEMENT A. Approved for public release. Distribution is unlimited. © 2019 Massachusetts Institute of Technology.

This material is based upon work supported under Air Force Contract No. FA8702-15-D-0001. Any | @ LI NC OLN LAB ORA I OR Y ezl i dne W Coveiinen: wite Unlimlies) Kz, & detlies) (v PR Pai: 222200000 ar 200 (el Z00AlL

s, Mndines, condusions o reeemmendeifions cpressed It i meietsl are dhese of e Notwithstanding any copyright notice, U.S. Government rights in this work are defined by DFARS 252.227-7013 or DFARS

e orte) ol e ot meameari rofloct tho sious of tho 0.5, AT Forca MASSACHUSETTS INSTITUTE OF TECHNOLOGY 252.227-7014 as detailed above. Use of this work other than as specifically authorized by the U.S. Government may violate
. : any copyrights that exist in this work.



	Slide Number 1

